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Motivation

•Petascale computing is coming
• Orders of magnitude more components
• Orders of magnitude more failures

•Need raw data for better understanding of failures
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The computer failure data repository (CFDR)

• Gather & publish real 
failure data

• Community effort
• Usenix clearinghouse

• Data on all aspects of 
system failure

• Anonymized as needed
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Available data

[DSN’06,TDSC]
[SciDAC’07]

9 years of
node outages

I/O specific
failures

Error logs
[DSN’07]

Hardware /
disk drive
failures
[FAST’07, TOS]

Data not available (yet):
• [FAST’07 Google] study of hard drive replacements
• [Sigmetrics’07 NetApp] study of media errors

• Downloaded 900 times in 6 months
• Used in at least 3 SC’07 papers
• Please send us pointers!
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• Vendor datasheets: Annual replacement rates 
(ARR) of 0.58 - 0.88 %

• Field replacement rates are significantly higher than what 
vendor datasheets suggest

ARR = 0.58%
ARR = 0.88%

Data avrg = 3%

How often do drives really fail?
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ARR = 0.58%
ARR = 0.88%

Data avrg = 3%

How often do drives really fail?

• No evidence that SATA disks exhibit higher replacement 
rates than SCSI or FC disks

SATA

• Vendor datasheets: Annual replacement rates 
(ARR) of 0.58 - 0.88 %
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Replacement rate as a function of age - model

Nominal lifetime – 5 years
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Replacement rate as a function of age

• Wear-out seems to set in earlier than often assumed
• Infant mortality not significant
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Statistical properties of time between failure?
• Common assumption: Time between failure follows an 

exponential distribution
• Real data does not follow exponential distribution

• Variability is higher (C  = 2.5 -12)
• Weibull distribution with shape parameter s <1 is better fit
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Data

• First published data that allows rejection of exponential 
assumption for time between drive failures

Statistical properties of time between failure?

2

• Common assumption: Time between failure follows an 
exponential distribution

• Real data does not follow exponential distribution
• Variability is higher (C  = 2.5 -12)
• Weibull distribution with shape parameter s <1 is better fit

Node outage data   

Exponential
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Cluster node outages 
[TDSC 07] Joint w/ Gibson
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Data

• Common assumption: Failures are independent
• Real data shows correlations at various levels including 

• auto-correlation 
• long-range dependence.
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Many common assumptions not realistic

Exponential

DataSATA

•Repl. rates higher than specs •Time between failure not exponential

•``Bathtub’’ model not realistic

•Failures not independent

Important to work 
with real data!! !
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Estimating probability of data loss in RAID
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• Depends on probability of second failure during reconstruction

Standard approach: Use datasheet MTTF and exponential distribution

1 hour reconstruction time
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Estimating probability of data loss in RAID

1 hour reconstruction time

• Depends on probability of second failure during reconstruction

Standard approach: Use datasheet MTTF and exponential distribution

Estimate based on data
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Estimating probability of data loss in RAID

1 hour reconstruction time

• Depends on probability of second failure during reconstruction

Standard approach: Use datasheet MTTF and exponential distribution
Use measured MTTF and exponential distribution

Estimate based on data
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• Depends on probability of second failure during reconstruction

Standard approach: Use datasheet MTTF and exponential distribution
Use measured MTTF and exponential distribution
Use measured MTTF and Weibull distribution
Estimate based on data

1 hour reconstruction time
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Estimating probability of data loss in RAID

Reconstruction time

• Depends on probability of second failure during reconstruction

Standard approach: Use datasheet MTTF and exponential distribution
Use measured MTTF and exponential distribution
Use measured MTTF and Weibull distribution
Estimate based on data
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Conclusion

• Many challenges in Petascale reliability ahead
• Failures don’t always look as expected
• Sharing failure data powerful for systems research

• Need to continue to collect & publish more data!

• THANKS to those who have contributed data!!!
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Thanks!
Questions?

Do you have any data 
to contribute?

Contact us:
{bianca,garth}@cs.cmu.edu
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Backup
slides
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Petascale projections

• Continued top500.org annual 2X peak FLOPS
• Set to 1 PF plan for ORNL Baker, LANL Roadrunner in 2008

• Cycle time flat; Cores/chip on Moore’s law
• Consider 2X cores per chip every 18, 24, 30 months
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Petascale projections: future MTTIs

•Failure rate grows with number of chips
• Stable over time
• Assume optimistic 0.1 failures per year 

per socket (vs. historic 0.25)
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Petascale projections: app’s utilization

• Periodic (p) app pause to capture checkpoint (t)
• On failure, roll back & restart from checkpoint
• Balanced: Mem, disk speed track FLOPS (constant t)

• 1 - App util = t / p + p / (2 * MTTI); p2 = 2 * t * MTTI
• If MTTI was constant, app utilization would be too

• But MTTI drops
• So Application 

utilization drops
• Half machine 

gone soon
• Not acceptable
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Storage bandwidth to the rescue?

• Increase storage bandwidth to counter for MTTI?
• First, balance means storage bandwidth tracks 

FLOPS, 2X per year, but disks 20% faster each year
• Number of disks up 67% each year just for balance

• Doesn’t counter MTTI
• # Disks up 130% / year !
• Faster than sockets, 

faster than FLOPS!
• If system cost grows as

# disks vs # sockets
• Total costs increasingly 

going into storage
(even just for balance) 1

10

100

1,000

10,000

100,000

1,000,000

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

Year

18 months

24 months

30 months



25

Applications squeeze checkpoints?

• So far, assumed checkpoint size is memory
• Could Apps counter MTTI with compression?
• Size of checkpoint has to decrease with MTTI

• Smaller fraction of memory with each machine
• Drop 25-50% per year

• Soon only 50% memory in checkpoint …
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While on storage issues …

• Increasing disk bandwidth: more disks & disk failures
• Data shows 3% per year are replaced

• RAID (level 5, 6 or stronger codes) protect data
• At cost of online reconstruction of all lost data
• Larger disks: longer reconstructions, hours become days

• Consider # concurrent
reconstructions

• 10-20% now, but ….
• Soon 100s of concurrent

reconstructions
• Storage does not have

checkpoint/restart model
• Design normal case

for many failures  
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Smaller applications escape

• x
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Change fault tolerance scheme?

• Classic reliable computing: process-pairs
• Distributed, parallel simulation as 

transaction (message) processing
• Automation possible w/ hypervisors

• Deliver all incoming messages to both
• Match outgoing messages from both
• 50% hardware overhead 

+ slowdown from synch
• But if App Utilization is 

falling under 50% anyway
• No stopping to checkpoint

• Less pressure on storage
bandwidth except for
visualization checkpoints 0%
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Probability of losing data in a RAID?

Storage system
(RAID)

• Depends on probability that after one drive fails, a second 
drive fails while reconstructing data.
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Estimating probability of data loss
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• Depends on probability of second failure during reconstruction

Standard approach: Use datasheet MTTF and exponential distribution

1 hour reconstruction time
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• Depends on probability of second failure during reconstruction

Standard approach: Use datasheet MTTF and exponential distribution

Estimate based on data
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1 hour reconstruction time


